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for the questions
1. & 5 [ 1x8=8
Fill in the blanks :

(a) S WOAR IR T —— |
, Probability' of the impossible event is

(b) <1 AT BRI AT O Gy RN
— IR
The mathemaﬁcal expectation of a

random variable is equal to the — of
that variable.
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Rem IBR TG TR PRI ——

; The mean of the binomial distribution is

—— than its varignce,

T T SIS oK1 ARSI el ool
e PR TR 25 —— |

The probability of drawing any one spade
card from a pack of cards is —_—

TR % Fom ) —=F weg 77
R |

The probability density function fix)
cannot exceed ——,

ﬁama%aammrﬁswmﬂaw~u

For a normal distribution, coefficient of
skewness is ——,

aﬁxaﬁrmﬁwwqwuww‘rc?m
UFE ok G R @ e IR, o

P{X-pl2ko} s —= cRigss o
T = |

If X is a random variable with meanu and
variance ¢2, then for any positive
number k, P{X~-pl2ko} s— s
known as Chebychev’s inequality.
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() T X W% Y 9 vou Riven anfiee voee ot

2. oS R IR Tag i -

TIRe! Fo B (x) WF P (y) =, @ Pie
QY TSR T Plx, y) = —— |

If B(x) and P,(y) be the margmal
probability function of two independent
discrete random variables X and Y, then
their  joint  probability function
Pl y)=——u.

Answer the following questions :

(a) amwmia%wafmﬁgzﬁ#mn

(b)

(c)
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State the properties of normal
distribution.

M A OIF B ¥o7 WAl W, (@ 2 T &
A 9% BS F93 9041 23 |

If A and B are independent events, then
prove that A and B are also independent.

e ¥ XS Bt 1 WK 1 f S
I

Define moment generating function.
State‘its two properties. -

4x4=16
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(d) T v e B 3@ 2 Rt wifes o '
wF SiRften e verrd SRR e fore | -

What is meant by a random variable?
Define discrete random variable and
continuous random variable with
example.

<

3. (a) TSRS ST B BRI oIF 2t 3547 | 4
State and prove the addition theorem of
probability.

PR Ll s O R ———— .
R o TrmerR IRm @ 3 ]

What do you mean by pairwise -
independence and mutual independence v
of events? Explain with examples.

W/ Or

© ® PavE-3 PUNE=L e
PA)=7, PIA) % PB) 7w By w1
(ST @ A W% B o3 |
If P(AuB)=§, P(AnB):% and

Tl S
P(A) = E,kﬁnd P(A) and P(B)..Hence show
that A anld B are independent.
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4. (a)

()

5. (@)

(v)
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o1 TS 5% T W 351 990 <1 e, w1 T

CRFICOR *fT ARFSIA CART 21 | o} T PR
B G S WD I @R AR Fefy
el

A bag contains five red and three white
balls. Two balls are drawn randomly from

it. What is the probability that one ball is
white and another is red?

22T 200 FF WIS AT [0 9O1 S JL

MPBEFOIA CART T'o 1 TRATB 6 A 8 WA
Rreres RRIR FoRer R 2

An integer is chosen at random from the
first 200 positive integers. What is the
probability that one integer chosen is
divisible by 6 or 8?

ol TS el Twrwee o AR
aente T Py w1

Find the expectation of the nﬁmber on a
fair die when thrown.

B! ST “IP Berwrl 1 Lagr | W oip PR
fRe e =W PR anwa X =,
E(X -1)2 3 3= Rfa 71

Two unbiased dice are thrown. If X
denotes the sum of the numbers on the
faces of the dice, find E (X - 1)2.
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(c) aﬁxlwxz‘ﬁ‘“‘ffﬁﬂwwalw
Fa 11 o B

V(CI;X]_ + Q2X2] = a12V(X1) 4 agV(ng
+2a1a, cov (X, X,) 4

If X; and X, are two random variable,
and q; and a, are constants, then by
using mathematical expectation, prove
that
Vig X, +apXs) = af V(X)) + a3V(X,)

_'}‘ 2a1a2 cov (Xl’ XQ)

2T/ Or

WWW?{O\W
g AfEE B .

i ﬁmmﬁ}{mmm?wﬁ@ww
p(gﬁ,@mx+1aq@@@WW

wferedr |
Define probability generating function of .
a random variable. If P(S) is the
pro‘bability generating function of the

random variable X, then find the

f,robabilit)' generating function of X + 1.
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6. TWAAF ITH ToFR @ frm 1 o AR vee
X T 3% zo oo fom tmm :

F9=0, .. @ x<o0
=£, | O<x<l -
‘ 2
‘ =%, WM 1<x<2
- =%:-., /™ 2<x<4
=1, W x4
(a) TR T TR Threa
(p) A el
"P(X >3) ¥ P(X <3) 6

Define commutative distribution function.
The following is a distribution function of a
random variable X, where

F(x) =0, for . x<0

=X , for 0 <x<l1
2
1 ,
==, for 1<
5 x<2
. = % , for 2<x<4
=1, for x=z4
(a) Find the probability density function.
(b} Evaluate :
P(X >3)and PX <3)
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7. & R o889 Meores Rom 167 o8 35 859 BICA,
e A1 /S IBeCH! SRy | 5
State the conditions under which binomial

distribution tends to Poisson distribution.
Also derive the Poisson distribution.

8. (a) ﬁwa«‘ﬁmwcfwwﬁ@wv' 5

Obtain the moment generating function
of binomial distribution.,

S%&1/ Or

(b) 1000 & R M Tofiea «omey 36
FPTT T IR ARG 700 51 A e Rvew
50 511 700 B9 W 790 o o
TYRE TGR 1 < s fiefy =9 1

The weekly wages of 1000 workers are
normally distributed around gz mean of
¥ 700 and with a Standard deviation of
¥ 50. Estimate the number of workers

whose weekly wages will be between
¥ 700 and ¥ 720,

9. (@) <O ot ITTW My W% opEe qerE 3 W

2, T T X @ 2 31 2otz e WA RS
selREel ey w91

3
The mean and variance of a binomial
distribution are 3 angq 2 respectively,
Find the probability that the variate X
takes values less than or equal to 2.
14P__600/339 {Continued}
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(b) . IHONW IBT R | TR N W 2R

fefa 11 1+4=5

Define rectangular distribution. Obtain
its mean and variance.

i 10. (a) M X AF Y [0 I Toeq (Y wiRreT T
T
f(x.y)=%(6—x—y); 0<x<2,2<y<4
. =0, SR
: R R 6
) () Px<lny<3)
) (i) Plx+y<3)
. fiii) Plx<1/y<3
If X and Y are two random variables
having joint density function
f(x,y)=%(6—x—y); 0<x<2,2<y<4
=0, otherwise
Find
i) Pix<lny<3)
- (i) Plx+y<3)
(iii) Plx<1/y<3)
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(b) X OF Y e 5o (Y FREIRST I g G778
oS 3’{6&:

X
Y

1 0-1]0:1|0-2
2 10-2|/0.3| 0-1

T ey 4 1+2=3
@ Plx+y <4}

(i) XITSHALH I RN oRY =1
The joint probability distribution of

random variables X and Y is given by the )
following table :
X .
v 1 2 3
1 101]01f0.2 i
2 10-2{0-3| 0-1

Find :
() P{x+y<4}

(i) The conditional distribution of X,
givenY =1

* % * -

14P—600/839 2SEMTDC STS G 1




