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1. 9% Sexhr qfe Tfeje : 1x5¥5

Select the correct answer :

(a) IM X~ N(8 64), (5B TF L] 5% 37

If X ~ N(8, 64), then the standard normal
variate will be '

X-8 , 8-X
z=2_" =24
(iii) 3 (iv) Z 3

) Z-=
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(2)

(b) MW P(A)=0-5, PB)=0-3 &
P(A+B)=0-8, cofeaz’ca

If P(A)=0.5, PB)=0-3 and
P(A+B)=0-8, then

() ASF B [ If2$e woa1

A and B are mutually exclusive
events

(i) A SR B TR SRESS o1

A and B are mutually non-exclusive
events

(i) A SF B Tl Fo7 Ko

A and B are independent events

(iv) 99 Gbre 7=y
None of the above

(c) > I aAToe Sy =
The number of parameters of Poisson
distribution is
i 3
(ii) 1
(iii) 2

(iv) S°F HIe w3y
None of the gbove

Cont
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(d) I X 901 IqRF TIF, (B E () TR
If X is a random variable, then E(e%)
is known as
) afss =P
mathematical expectation
(i) JATTE T
moment-generating function
(iti) SRS T
probability-generating function
(iv) SR (AT

All of the above

fe) M X <bl e ¢ W% YR NG X, B
E(X-X)? 29
If X is a random variable with its
mean X, then the expression E (X - X)2
represents
(i) PRI
variance
(i) &8m oIy gfs
second .cehtral moment
(i) () = (i) TR
Both (i} and (i)
(iv) €9 GBS T
None of the above
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2. wEe T PRy T o

(4)

Answer the following questions :

(a)

(b)

(c)

(@)

te)

3. (@

p16/428

oM 3BT wPm w1 B WS IG R
TSI BrEy 1

State the conditions under which you get
the Poisson distribution as a limiting
form of binomial distribution.

CPORUSF SPGB il o |
State Tchebycheff’s inequality.

TR T Ro “wResr g <7 |

Explain  axiomatic approach to
probability.

aﬁwﬁmormsmﬂms COIRT SR
AN T Refy 37 |

Find the expected valye of the number
shown on the face when a die is thrown.

AR Bt forg

State Bayes’ theorem.

OIS @, *”b IPy 1% SF 2—Y Sy |

Show that the mean and variance of
a Poisson distribution are equal.

(Cbnﬁhued)

)

2x5=10




L

(b)

4. {(a)

()

(c)

P16/428

(5)

a3 FFere ofS P =R oS gER R 3.
G TS SPIeLT AT TR T 4R IR
fadfa =11 (o omg : 73 =0-0498)

The average number of printing mistakes
per page in a book is 3. Find the
probability that a page contains
more than S printing mistakes. (Given :
e =0-0498)

ﬁm@wﬁaﬁm@wﬁwmﬁm

R O g 1) RRY B crae %
et o | . 4+1=5

State and prove addition theorem of
probability for any two events. Write
down this law for three events.

w%{T /Or

el I OIbeeT *Rl Afeeeid i o
B 2° | AR ‘ace’ WX ‘spade’ RR
sEife Rda <411

A card is drawn at random from a full
pack of cards. Find the probability that
it is either an ‘ace’ or a ‘spade’.

Iff A ST B F98 WAl T, (B o999 ¥ A
A 9 BS ¥o3 27|

If A and B are independent events, then
prove that A and B are also independent.
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(6)

5. (a) RS Y FoFR TR Bl | N I8 T

e o we TR PR B

Define probability density function.
Define cumulative distribution function
and explain its properties.

:W/Or

q 289, WW?@WWW
== X

Let X be a random variable with the
following probability distribution :

X : 0o 1 2 3
Plx) : 1/3 1/2 1/24 1/8

™ Bfisa (Find) : E (X -1)2, V(X).

S T RO g T W, o
*q :

Examine whether the following function
isa probability density function or not :

F)=4kB+2x, 2<x<4

= 0, . T /otherwise
PB S x<4)3 W g 74|
Evaluate P(3 < x <4).
( COntinued )
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6. T X WF Y T T 5o (A RS g
FATCO TS '

Two random variables X and Y have the
following joint probability density function :

2-x-y 0<xs510sgy<1

fey= {o, W91 / otherwise

@) X% Y AT TRl w7 v ey 39 |

Find the marginal probability density
functionof Xand Y. .

(b) oS Y =y NI X7 aAfqw vy wo W
8 X =x3 I YT 4w milker w15
o Py 90 8

Find the conditional density function
of X, given Y=y and also conditional
density function of Y, given X = x.
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( Old Course )

Full Marks : 80
Pass Marks : 32

Time : 3 hours

1. % S T Shie - 1x8-8

Select the correct answer :

fa) PET AR SEIifRel 35
The probability of the impossible event is
fij O
fi) 1
{iti) 2
(iv) 4

(b) TootR IBTS M o T SR EL|

The relation between mean and variance
for binomial distribution is

) TG (mean) < gvq (\}ariance)
(i) g (mean) > gpigeq (variance)
() T (mean) = w9 (variance)

(iy) % (mean) < #@9 (variance)
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(c)

(@)

(9)

qEF o ©peIed o[ @fREM ‘spade’ oIS
R e A

The probability of drawing any one spade
card from a pack of cards is

(i) 1/52

(i) 4 /52

(iii) 1/4

(iv) S OIS T
None of the above

M x G y o1 798 Rivza Aiioes voree afve
sEifdel ¥ B (X) 9F Py(y) =, @ Fidey
@ IRl FoH XA

If B(x) and P>(y) be the marginal
probability function of two independent
discrete random variables x and y, then
their joint probability function is

(i) Plx y)=H0} Py
@) Pluy)=R®

(i) P(x y)=P2W)

(iv) ©°F GBS T
None of the above
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(e) PR A% IR FARST B, T T 7'

For a normal distribution, measure of
skewness B, is

(i) O
(i) 1
(i) 3
(iv) 8*RT «bre 7=y

None of the above

(0 X S Y 1A SR W @ X e
Y =, o E(X-X)Y -7)F @/ =0

IfXandY are two random variables with
means X and Y respectively, then the
expression E [(X - X)(Y -Y)] is called

() X3 2PR9

variance of X

(i) YT 2PpEq

variance of Y
(ii}) cov(X, v)

(iv) $°RI @bre 7y

None of the above
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(@) T IBR TS Fom A
The moment-generating function of
binomial distribution is
) (g+Pe)”
(i) (@+Pe')™
(ifi) (q+ Pe')
fiv) (g+Pe™)
() 3R X o wRivten Wt R =, B f(9)F
X3 PR g FoW I |1 7], W W

If X is a continuous random variable,
then f(x) is called probability density
function of X, if

i) fix)z0
@ [[fdc=1 a<x<b

(i) (i) S (i) TR
.Both (i) and (ii)

(iv) 8T GO18 W
None of the above

2. Wﬁmwwﬁm 4%x4=16
Answer the following questions :
(@ TE TR TS fran T
X ~ N, 02), (9B T°E PFED 599 T4
arF PR R T |
P-l 6/428 ( Turn Over )
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Define a standard normal variate. If
X~ Ny 02), then determine the mean

and variance of standard normal variate.
(b) @i il fee B g A sifier
ST fors 1

What do you mean by compound
probability? State the theorem of
compound probability.

(c) FITEmE T sig Fordl W WK A @i
fafen s yefe fiefy 3fRa <R, < <= )
Define moment-generating function and

explain how moments of different orders
can be obtained from it.

(d) ‘lﬁXWY‘iﬁWW@, CSCB 219
<91 @E(X+Y}=E(X)+E(Y).

If X and Y are two random variables,
then prove that E (X + Y)=E(X)+E(v).

3. (@) TR Crae Fgfien G151 SFAce! 41 o
WQWI%%WCWG@?W%W| 4
State and prove addition theorem of
probability in cage of two events. Write
down this law for three events.

(b) 1 W% Rofive v 4, B WF C¥ fim 74 |

COSCIT % S = ifde gy
%,%W%.ﬂﬁa%ﬁmaﬁmﬁwﬁwm, ' |
(OB OECH] I w4/ SR 9 3 |
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A problem is given to the three students
A, B and C whose chances of solving
it are 4, 2 and 1 respectively. What is
the probability that the problem will be
solved if all of them try independently?

4. (o) CXER AR P oF AT T 2+5=7

State and prove Bayes’ theorem.

w431 /Or

p) oo BRSTE Q@ X TRF fd |
60%. Q@ WEF e @R =S ';';"
BRcTS @R TF TR FBRA 40%, @
wits fiffe IR F1E QRET TP ®R
SR 70% t X Gl ¥ @& @R e
RO T TP T ANER @ @
e fife ufed, OR TR R 2 7
The chances that a doctor will diagnose
a disease X correctly is 60%. The
chances that & patient will die by his
treatment after correct diagnosis is 40%
and the chances of death by wrong
diagnosis is 70%. A patient of this doctor
who had diseas® X died. What is the
chance that his disease was diagnosed
correctly?

Rom 3%R e P11 B R @i b 3%
(i) b 3% W (i) LI IG5 €63 B
Srmd o9 1 ofd I Befa 6

s. (@)
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Define binomial distribution. State the
condition under which.this distribution
tends to (i) Poisson distribution and
(i) normal distribution. Derive Poisson
distribution.
(b) TRom IBTR o5 o PR Ay 37 5

Find mean and variance of binomial
distribution.

6. (a) ITAIFS NG IHW AT T oy o
Te IGR I BB wfam Brar 3 |

Give the mathematical form of
standardized normal distribution. State C
the area properties of this distribution.

(b) X B PR T, WA NG 30 WE A
Reem 51 4

X is a normal variate with mean 30 and
SD §.

T A9 ¥4 (Find)
fi P@26 <X <40
(i) P(X 245
a1 @R @ (Given that)
P0<z<0-8=0.2881

7. (@) %7 ¥ Frew & gm0 2

What do you mean by distribution
function? :
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() ST aomn P B @ x ww v
T Foq AT e W, (N AN ¥ A
E(XY)=E(X) E(Y). 2+4=6
What is meant by mathematical

expectation? If X and Y are two
independent random variables, then

prove that E (XY) = E(X) E(Y).
&3 /Or

(c) 51 IHEF IF XTI WG Ty Fo wore
@ '

'A random variate X has the following
probability function :

x 0 1 2 3 4 s 6 7
A ;o kK 2 2k 3%k i 2 2 72,k
@ k3 Bl
Find k.
(i) T = :
Evaluatf;:
P(X<6), P(X26), PO<X<5 6

‘8. x W Y T T0F 5T @Y TRl vy o

The joint probability density function of two
random variables X and Y is given by

flxy)=2 0<x<l,0<y<x
=0, 99T /elsewhere
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fa) X 9% Y3 At g T ey 301

Find the marginal density functions of
XandY.

(b) o476 Y =y3I I[CI XI AT TG T I
T8 X = x3 FACY Y3 Afem =g o [Afy
]I

Find the conditional density function
of X, given Y = y and conditional density
function of Y, given X = x.

(0 X % YT ToFO % 911 3+5+1=9
Check for independence of X and Y.

9, TR @ eorle e +91 (2= | TURFBR crysa
0 I AP OF 7T [y w00 7

Three coins are tossed. Find the expectation
and the variance of the number of heads
shown by the coins.

* ¥ K
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