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1. ©% Yo If e ;. : : 1x5=5
Select the correct answer : o

" f{a) SPTNID I5TE ABIR W A

The number of parameters of normal
distribution is

i) 1

W) 3

(iii) 2

(iv)'eﬁia qore I
None of the above
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(b) BT R FH IR
For a Poisson distribution
(i) TG = PRI
mean = variance
(i) T # ART
mean # variance
iii) T > PRI
mean > variance
(iv) 19 < &9
mean < variance

() b1 PR AR SR ..
The probability of an impossible eventis
i) 1 |
fj O ' o
(i) -1 '
(iv) R «bIS Ty
None of the above

(d) qﬁWWX?FQﬁﬁWW@
wF a<bhb =, 5@
If F is a distribution funct_ton of the
random variable X and if a < b, then

i) Pla<X<b)=F(a)-F(b)
(i) Pla<X <b)=F(b)-F(a)
(iii) P(a<X <b)=F(a)+F(b)
(iv) R B8 T
None of the above
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() T X Y 51 TR e T, (o Pt
TRR%M 23

If X and Y are two random variables, -

then covariance hetween them is defined
as

(i) cov(X,Y)=0

(i) cov(X,Y)=E(XY)-E(X)E(Y)
(i) cov(X,Y)=E(XY)}+E(X)E(Y)
(iv) cov(X, Y) = E(XY)

2. oo fim oIRRT b fim - ' 2x5=10
Answer the following questions :
(a) T ANl AR TrrAeTR RE
Define the following terms with example :
(i) e«
- Random experiment
(i) AT afR

Sample space

) R QA B BN TR FROR TSI
Tomem 41|

State the addition theorem of probability
for any two events. '

fc) CFRY N AGED! Torgrom 41 |
~ State the central limit theorem.

p7/481 { Turn Over )




(@

(e
3. (a)

'(b)

p7/481

(4)

faom I6AT S B ©PIE| wol Rowe 45T
TH CIRR T B 41 |

State the conditions under which you
get the normal distribution is another
limiting form of the binomial distribution.

TBIRS g TR 4R ST eS|

Give the concept and definition of
probability density function.

o1 Rl IO WG W @R Py 40 0
Obtain the mean and variance of a
binomial distribution.

T <O ST FRAAR. TR @ TR
SRYT 1 3 ABTR W AR LR A,
(S—

If the number of accidents occurring in
an industrial plant during a day is given

by a Poisson random variable with
parameter 3, find—

) FHTS @I T THR FERe Ay
9 ‘
the probability that no accident
occurs on a day;

(i) AR e 27 @ R s
RN SF PR Refyr 390 1

" the expected number ofaccidents
per day and also its variance,

( Continued )
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4. (a) @W%ﬁm%ﬂmﬂawwwqwu 5

State and prove Bayes’ theorem in
probability.

Y451 /Or

(b) <1 AFHS 651 T¢I, 451 o W 551 A
e | GG Wegez BIR61 91 Igfieeea BifeE |
B TePTze oot aifiseht 3eq Fweicme B 7@
CIRR Eifdel fdfy 31 |

A box contains 6 red, 4 white and 5 black
balls. A person draws 4 balls from the
box at random. Find the probability that
among the balls drawn theré is at least
one ball of each colour.

() I AWF B woz W =, (903 oNT 79 @
‘' A YR B S Yo7 WA 27 2
If A and B are independent events, then

prove that A and B are also independent
events.

5. (a) O SR Fom S TR g ToR o
fors1 1 >R 77 TR efrgm 3o 0 6
Define probability mass function and
probability density function. Explain the

properties of cumulative distribution
~ function.
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(c)

X

Pix) :

6. (a)

p7/481

(6)

<7 /Or

51 T i T dorn WR weeR
ke | R R S

Define mathematical expectation of
random variables and functions of
random variables, and explain its
properties.

<1 T 1% X3 MBR@ Fom (xr

A random variable X has the following
probability functions of X :

o 1 2 3 4 5 ¢ 7

0 Kk 2% 2% 3%k k2 %2 72,k

(i) k399 By w111
Find the value of k.

(i) P(X <6)9® P(X'26)1 IM fiefy 31 4
Evaluate P(X <6) and P(X 26).

@ R =Y vom R 9 42

What is joint probability density
function? :

( Continued )

@



(7)

’ (b) =S AN TR Remd [w—
Given the following bivariate probability
distribution. Obtain—

() XOF Y3 AfF g T By T,
the marginal density function of

XandY;
fi) Y= 23 FWA X7 WG TG T
Ry a1 :
the conditional density function of '
XgivenY =2,
NG X -
v v -1 0 1
s | L | 2 [ L
15 15 15
N EE
15 15 15
, | 2 | L | 2
15 15 15

3+3=6
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( Old Course )

Full Marks : 80
Pass Marks : 32

Time : 3 hours

1. W% Seqeol i Sferea -

Select the correct answer :

(0)

1x8=8

qﬁA1WA2TBTW§|3\2m@:ﬁ@’

If A, and A, are two mutually exclusive
events, then P(A; U A,) is

() P(A;))+P(Ag)—-P(A1A,)

(i) P(A;)+P(Aj)

(iii) P(A1Az).

(iv) 87R{ «bI8 Ty
None of the above

(b) <1 S TR e garw

The probability of g cértajﬁ event is

() O

(i) 1°
(ii)) 3

(iv) 4

p7/481
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(c) T a 90 £ W, 5@ E (a) T3
If a is constant, then E (a) is
i) 1
(i) a
(iii) O

(i) -1

(@) IR TGl o
The ‘height’ of a person is

() ffoe AT e

continuous random variable

(i) vz Tfoee v
discrete random variable

(iii) Rz Ties vorps e, wfifven AgoRe
B8 = ‘

neither discrete: random variable
nor continuous random variable

(iv) Rften ¢ wiRkika e veare
discrete as well as continuous
random variable
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(e) B SPTAFD TOTT IR

P7/481

For a normal distribution

(i) TG £ YA = IS
mean # median # mode

(i) TP = NG = T[T
mean = median =mode

(i) NG < Y < ITF
mean < median < mode

(iv) 1Y > I > IEP

mean > median > mode

T o7 A/ TR 02

The number of parameters of Poisson
distribution is

i 3
@) 1
(i) 2

(iv) ST B8 W
None of the above
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@ T X = Y P To3 Riw e v
ofF SRS Fo1 F(X) E Po(Y) 2, 503
s @ sBiRke ¥ T9
If P(X) and P,(Y) be the marginal
probability functions of two independent
discrete random variables X and Y, then
their joint probability function is

) P(X, Y)=R(X).P(Y)’
!n) P(X, Y)=R(X)
(iv) ST b8 T
None of the above
() b1 faem TS
: In a binomial distribution
(i) W > PRT /[ mean > variance
(i) g = PRI/ ' mean = variance
(iii) G < PRI /. mean < variance

" (i) € RT OIS TR
None of the above

2. woS fAul AR TIW B 4x4=16
_ Answer the following questions :

(@) TR =% “RemRre FRker @ f

Define mathematical probability and
statistical probability.
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(b) %ﬁmwmwﬁmw?&ww
BEy 90

Define probability density function and
state its properties.

(c) *BE THR TR Fowehl Bray 37 W e
T QA (TS I XTI G, P |
Mention the probability function of
Poisson distribution and write in which
situations the distribution can be used.

(d) X% Y W %R AW fm o @
For two random variables X and Y, given
that

P(X =0, Y=0)=§, P(X =0, y.—.1)=.;_

P(X =1, Y=0)=%, P(X =1, Y=1)=§

ﬁ)@wmwﬁmﬁmﬂmﬁzﬂm

91 .
Construct g joint probability
distribution table,

#) X ¥F YI I3 afte sefer Remm
T R w7 . '

. Find. the marginal - probability
distribution of x andY.
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3. (o) BROR BUTF A TFH F41 &F 21

41 1+3=4
State and prove multiplication theorem
of probability.

(b) <= T S e [T Afeseld GRe
Mo Ol 27 | “TolRal ‘ace’ 12 ‘spade’
@RRR Sifde] fefy w111 ' 3

A card is drawn at random from a full
pack of cards. Find the probability that it
is either an ‘ace’ or a ‘spade’.

4. (o) FOACTF ATl e & @2 2 ‘

What is meant by conditional
probability? {

(b) 5T A A fofrd cz@ida Gb1 ¢ o
fofierre abereta anft = 27 1 Wl T
CIGCTS (i) GBS (TN 74T SF (i) 5SS
4R @R R S Bl 5
From a group of 5 boys and 3 girls,
three children are selected at random.
Find the probability that the selected
group contains (i) no girl and (ii) at least
one girl.

P7/481 ! { Turn Over )



.5. (g

()

6. (a)

(b)

p7/481

(14 )

mmmﬁmm.m
ARl B R Rk Reme oy

Tom gfet Brmt 1+1+4=6

Write down the probability density
function of normal distribution. What
are its parameters? Discuss the role of -
normal distribution in statistics.

(TS @, W ToH 19 SF LR T |

Show that the mean and variance of a
Poisson distribution are equal.

COIEFT SPWOR Tl i e 441 |
State and prove Tchebycheff’s inequality.

X @Ol P 579, [WR Y 12 §F g
R 4. ORI Rfa v . -

X is a normal variate with mean 12 and

" standard deviation 4. Find out the

probability of the following :
i) X220
i) X<20
fA¥1 WIR (Given that)
P(0<2<2)=0.4772

{ Continued )
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7.(a)wﬁfﬁwﬁlﬁﬂmmwmﬁ%

SR e o o 4
. Define mathematical expectation for
discrete and continuous random
variables.
m) () W ovn Rewd I LA TR PR
@R genfre IW Rt F1 4

Two dice are thrown. Find the
expected values of the sum of
numbers.

%qT1 /Or

(i) I My (t) Rftem s v X3 wgd-
T3 T W, (S@ N I A X; TE

X, 701 Mfee v AT

My, x,(t) = My (t)- My, (1)

If My(t) is the moment-generating
function of the discrete random
variable X, then prove that for two
random variables X; and X,

My, . x,(t) = My, () My, (1)

8. (@) AR Reomm wF Aaafww Rema e &

| ? ) 3
What is meant by marginal and
conditional distribution?
} p7 /481 - { Turn Over )
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. m) e 551 X3 SRS T7g Foim 2’

0 , x<2
) ‘
flx)= E(3+2x), 2<x<4
0 , xz4

The probability density function of a
random variable X is

0 ., x<2
flx)= %(3+2x), 2<x<4
0 s x4

fAdfa 21 (Determine) :
) [ fix)yax
(i) P(2<x<3)

WWWWWWNWWWW
g qF P AT Far)

Obtain the moment-generatmg functlon of
exponentlal distribution and' find its mean
and variance.

* ok K
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