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Choose the correct answer from the following
alternatives :

(@) B! AR A TH T TSI (= TR
The probability of the intersection of two
mutually exclusive events is always
(i) =

PR
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(b)

(c)

(i) =

Zero

(iii) @
one
(iv) S°RI GbIS =¥

None of the above
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In tossing three coins at a time, the
probability of getting at most one head is

: g
() (i) 3

Nf= 0o|W

(i) (iv) %
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In a Poisson distribution, the second
moment about origin is 12. Then its
third moment about mean is

(i) 2
(i) 3
(iii) 5
(iv) 10



(3)

(d) NG I AP TR 2
The number of parameters of the normal
distribution is
M 1
(i) 2
(i) 3
(iv) 4

(e) 2%¥ R {61 vereq «fRF Cxr

The range of the beta.variate of first
kind is

(i) (0, «)

(Ui eecs. o)

(iii) (O, 1)

(i) (-1, +1)

2. o PR e fu - 2x6=12

Answer the following questions :

(a) TEFSIA AR AR @A @Ol fereRaeS 5300
@SR AFA YA e 2

What is the probability that a leap-
year selected at random will contain

53 Sundays?
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(b) [AeT WI® XTI vEers TRl 99 TEw
seea faan |

Define conditional probability density
function of a random variable X.

(c) <bl T R XT 2T TIg FoRT R
o

Define marginal density function of a
random variable X .

(d) "B 3BT YA T wo el o |

Obtain the moment generating‘ function
of Poisson distribution.

(e) 27199 @, 3 X =% Y SR amies v
2, (S8

Prove that if X and Y are continuous
random variables, then

E(X+Y)=E(X)+E(Y)

() X b ayfves v o £ = cft - x);
O<x<1wy, (o8 T oy g—
f X ie ‘&
f) = el - x);
values of—
) c;
(@) E(X).
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random varigble and
O<x<l, then find the
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3. (@) W@ TA B AAS 56 ¢ WF 661 A T
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Ceull

An urn contains 5 red and 6 black balls.
Two drawings of two balls in each draw
are made. Find the probability of getting
two red balls in the first draw and two

black balls in the second draw if the
balls are not returned to the urn after

" the first draw.

%1/ Or

(b) TEIRER BUIF TGOR 7d T e 21T 33 |

State and prove the multiplicative law of
probability.

4. @Z& ©GI A T | 1 ATS oTO © A qqem o
F F el 9 TR :
AG G : 6 O 379 SF 4 O 37 9 |R
oA1g 72 : 5 51 3’9 WF 5 B F A T AR

51 A ARE 44 (o1 O &1 b1 I (T A |
&% 31 AM oM ZW, (S8 T AW AT AN S
wgIfder e 2 2+3=5
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State Bayes’ theorem. Two urns, similar in

appearance, contain following numbers of
white and black balls :

Um I : 6 white and 4 black balls
Umn II : 5 white and 5 black balls

One um is selected at random and a ba]] is
drawn from it. If the

ball is white, what is the
probability that it has come from the first
urn?

Probability density function E:lnable with
i O PE
flx)ms LR LSS
A $ 3@ o x<3
L Otherwise
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(7))

&1/ Or

oy weR X WIF Y3 [ Rerew we+

The joint distribution of X and Y are
given by

f(x,y)=4xye“"2*y2’; x20, y=0
i) X 9F YI o e g Fom R

EalR

Find the marginal probability density
functions of X and Y.

(i) TEACTF Y T X/ Y WF Y/X BT

901

Find the conditional density
functions of X/Y and Y/X.

(iii) R T X IF Y FOL T 4+2+2=8

6. (a)
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Test whether X and Y are
independent.

(i) <51 T Tore XA GF W For RS
fazn 1 2

Define moment-generating function
of a random variable X.
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(i) NI A, g WA TOF B9 AN90%a7q
TE T T, Foq baedd (e e gefes
TS {7 FH 0 |
Prove that the moment generating
function of the sum of a number of
independent random variables is

equal to the product of their

respective moment  generating
functions.

(iii) €1 28T XJ FSIRO T1] FoAC01

Let X has the probability density
function

£tx) ={%e_x/2’ T

0 , otherwise

R G4 TS FoC! ol 91 S O o[
T F 2R AT R 4

Find its moment generating function
and hence find its mean and
variance. ol

Y1/ Or

(b) () FLAH G Fow 9 oS @

Define = cumulant
function. Show that

| : o
Kr(ZXi) = VK, (x;) 4
i=1 i=1

generating



(9)

(ii) WReE SAT GOIA CafiBy wererq weer fian |
% o(t), IHMOES BeTd X 7 (A waper 24 =14
ifi u, =E(X") ¥ =7, com
Define characteristic function of a
random variable. If X is some random
variable with characteristic function
o(t), and if p; = E(X") exists, then

iy = (~i)'[ !
a s

(@ (i) cysa @, Rgam o6 B 2 fasw 353
o[ °R6 IB < 2N 1 185 IBT 7O SrREeT
famm . : 4+2=6

Derive Poisson distribution as a
limiting form of binomial distribution.
Give two examples of Poisson

distribution.
(i) 3 o X oo Sl O FHAABR TS
Bopr 3BT AN

If X follows binomial distribution with
probability mass function

1 49 100~ x
P(X = x) ='9°C, (50) (50) :

x=012,.. 100

:|t==0 1+3=4

P(l < x $3)3 ¥+ A 4
find the value of P(1 =X <3).
7 Ty Over)
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- Define hypergeometric distribution.

(@)

8. (@) (i)

24P/1143

Derive the recurrence relation for

the probabilities of hypergeometric
distribution.

n

el o as
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T o | BT T ek e

’:1;11*11 E Y Refy oy | 1+' .
€line Beometrj fotes

find its momentlc dlStr}butmn
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(i) 1 2A P! TG AT voe X, F X
aF  BTEd I | oYe A
X, /X, + Xy =n)3  TEMCA® 3%
G HRST) |
Let the two independent random
variables X, and X, have the
same geometric distribution. Show
that the conditional distribution of
X, /(X + X5 =n)is uniform.

ogq1 / Or

() () 7% e | pEE I TR
e T e 9 T WA R IGTOHE
| g F ARG TR | AT W SRS
&3 feam o 1+1+1+1=4
Define exponential distribution.
Derive the m.g.f. of the distribution
and find the mean and variance of
exponential distribution from m.g.f.
and comment on it.

(i) oyeqn @, W X-N o2), (8
(24 4(3)
= Cy[=] = 5
2( . i 2
Show that if X-N(u 62), then

1(X-p & 1
2( 0"‘) 18 ‘Y(—z*).
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