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1. Select the correct one out of the given
alternatives : 1x8=8

(a) An estimator T, is said to be sufficient
statistic for a parameter wy(8), if it
contains all the informations which are
contained in the

(i) population

(ij) parameter y(6)

(iti) sample

(iv) None of the above
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(b) The estimator T is called best estimator
of a parametric function y(0), if its
variance is

(i) greater than or equal to the
variance of any other estimator of

w ()

(i) less than or equal to the variance
of any other estimator of y(6)

(iii) equal to the variance of any other
estimator of y(8)

(iv) None of the above

(c) The estimators obtained by the method
of moments as compared to ML
estimators are

(i) less efficient
(i) more efficient
(iii) equally efficient

(iv) None of the above

(d) Factorization theorem for sufficiency is
known as

(i) Rao-Blackwell theorem
(i) Cramer-Rao theorem
(iii) Fisher-Neyman theorem

(iv) None of them
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() The maximum likelihood estimators
which are obtained by maximizing the
function of joint density of random
variables are generally

() unbiased and consistent
() unbiased and inconsistent
(i) consistent and invariant
(iv) invariant and unbiased
(/)  The estimators by method of moments
are
(i) consistent and unbiased
(i) efficient and sufficient
(i) inconsistent but unbiased

(iv) None of the above

(g) The 95% confidence limits for unknown
parameter p of N(u, 02] with known ¢ 2
are

. o g
] x+1-96 —
Y =
g

(i) x+2-58-2

S

g

Jn

(iv) None of the above

(i) X+1-28
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(h) The necessary and sufficient condition

for the existence of minimum variance
unbiased estimator (MVUE) is that
likelihood function can be expressed in
the form

. 0 t—-06
—loglL =—"
(0 o iR
a0 t+06
—logL=—"
(ii) 8 og x
.. 0 e-A
iii) —logL =——
(iti) % g ;

(iv) None of the above

2. Answer the following in brief : 2x8=16
(a) Distinguish between estimator and
statistic with examples.
(b) State the sufficient condition for
consistency.
(c) Define unbiased  estimator  and
consistent estimator.
(d) State Cramer-Rao inequality and
mention its uses.
(e) State the. invariance property of
maximum likelihood estimator (MLE).
P9/270
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(h)

(b)

p9/270

(S)

Distinguish between method of moment
and maximum likelihood method as
methods of estimation.

Define confidence interval and
confidence coefficient.

Distinguish between point estimation
and interval estimation.

(i) Describe clearly the criterion of a
good estimator. 5
(i) Let x;, x5, -, X, be a random
sample of size n from a Poisson
population with parameter A. Find
the unbiased estimators of A and
A2. Also find the variance of the
estimator of A. 5

Or

() Explain the minimum variance
unbiased estimator (MVUE) with
examples. If ¢t is an unbiased
estimator of 6, find Cramer-Rao
bound of it. 5

(ii) Establish a necessary and sufficient
condition for an unbiased estimator
to be MVU estimator. Give the
statement of the factorization
theorem and Rao-Blackwell theorem. 5
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4. (a) (i) Define efficiency of an estimator.
Let X3, X3, s Xn be a random
sample of size n from N(u, s?).
Consider two estimators of p as
1 i T 1 &
T, =— ), x an =— %X
; nE it
Find the relative efficiency of T,
compared to Tj. 1+4=5
(i) Let xy, x5, -, X, be a random
sample of observations from
N, 062). Show that the sample
mean ¥ and sample variance S? are
consistent estimators of p and o?
respectively. 5
Or
() () What is a sufficient statistic? Let
X, X, '+ Xn be a random sample

of n observations from population
having p.d.f.

f=0x""1;0<x<1,0>0
Find a sufficient statistic for 6. 5

(ii) Prove that for Cauchy’s distribution,
not sample mean but sample
median is a consistent estimator of
the population mean. 5

p9/270 ( Continued )



(7)

5. State the important properties of maximum
likelihood estimator. 5

6. (a) () Let x;, x3, -, X, be a random
sample of n observations with
Poisson population with parameter 6.
Find the maximum likelihood

estimator of 6. 5
(i) Explain the principle of maximum
likelihood for estimation of popula-

tion parameters. (=

Or

(b) (i) Write an explanatory note on the
method of minimum chi-square in
the theory of estimation. 5

(i) Let xy, Xp, **, X, be a random
sample of n observations from a
population having p.d.f.

fix)=0e™, 0<x <o

Find the estimators of 6, 82 and 63
by the method of moment. 5

7. (a) Write short notes on the following : 4+4=8
(i) Method of least squares

(i) Method of moment
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Or

(b) Discuss the necessity of estimation of
population parameters. What are the
different methods of estimation? Which
method would you recommend to have a
good estimator? Write the reason why.

2+4+2=8

8. Write an explanatory note on interval
estimation. 5

9. (a) Obtain 100(1-)% confidence interval
for the parameters pu and o2 of the

normal distribution

1 (X-1,y2
s,

f(x,u,o)=cm -

—ecoL X < o0
—oo |l < oo

c>0 8
Or

() Give the concepts of confidence
intervals for large samples. Find
100(1 -a)% confidence interval of p in
b(n, p) using large sample. ' 8
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1. Select the correct one out of the given
alternatives : 1x8=8

(a) Unbiasedness is a property associated
with
(i) finite sample size n
(i) infinite sample size n
(iii) both finite and infinite sample size

(iv) None of the above

(b) Bias of an estimator can be
(i) positive
(ii) negative
(iti) either positive or negative
(iv) always zero

(c If T, and T, are two unbiased
estimators of y(6) based on the random
sample Xj, X,, -, X, then T, is said
to be UMVUE if and only if
() V(T)2V(T;) (i) V(T,)<V(T)
(i) V(T,)=V(T;) (iv) V(T)=V({;)=1
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(d) Minimum chi-squared estimators are
not necessarily

(i) efficient

(i) consistent

(iii) unbiased

(iv) All of the above

(e) Generally, the estimators obtained by
the method of moments as compared to
ML estimators are

(i) less efficient
(i) more efficient
(i) equally efficient

(iv) None of the above

() Let 6 be an unknown parameter and
T, be an unbiased estimator of 6. If
var(T}) £ var(T,) for T, to be any other
unbiased estimator, then Tj is known as

() minimum  variance unbiased
estimator

(i) unbiased and efficient estimator
(i) consistent and efficient estimator

(iv) unbiased, consistent and minimum
variance estimator
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{gg The method of maximum likelihood
estimation was initially formulated by

(i) C. F. Gauss

(i) R. A. Fisher

(i) H. Cramer and C. R. Rao
(iv) C. R. Rao

(h) 95% confidence limit for 6 in case of
large sample n of the density function

fix, 8 =0, 0<x<oo

(iv) None of the above

2. Answer the following in brief : 2x8=16

(a) If T, is an unbiased estimator of 6, then
show that ’1",12 is a biased estimator of 62.

(b) Mention the criterion that should be
satisfied by a good estimator.
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(@
(e)

(g)

v

P9 /270
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Distinguish between the method of
moments and maximum likelihood as
techniques of point estimation.

Define efficiency of an estimator.

State the sufficient condition for
consistency.

“MLE’s are always consistent estimators
but need not be unbiased.” Justify the
statement with an example.

State the factorization theorem on
sufficiency.

What are meant by (i) 95% and
(i1) 99% confidence limits and confidence
intervals for the estimation of the
population mean?

(i) Define the following terms and give
one example for each :

(1) Consistent statistic
(2) Unbiased statistic

(3) Sufficient statistic

(4) Efficiency

(5) Estimate

(@ Let xj, x5,-, x, be a random
sample from N(;l,cr2]. Find the

sufficient estimators for nand 62,

5
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(i)

4. (@) (1)
(i)

(b)

(1)

( 13 )

Or

What is meant by estimation? State
the different methods of estimation.

If t; and t, be two independent and
unbiased estimators of 6, find the
unbiased estimators of (1) 8% and
(2) 6(6-1).

Define MVU estimator. Show that
an MVU estimator is always unique.

2+3=5

If 7, is an MVU for 8 and T, is any
other unbiased estimator of 8, then
prove that no linear combination of
T, and T, is an MVU estimator.

Or

Write an explanatory note on
Rao-Blackwell theorem.

Let x, x5, ', X, be a random
sample from a uniform population
[0, 8. Find a sufficient estimator

for 6.

5. State the important properties of maximum
likelihood method of estimation.
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6. (a)
(b)
7. (a)
(b)

(14 )

() Let x;, xp,-, X, be a random
sample of n observations from
Bernoulli population with para-
meter p. Find the ML estimators of

(1) p and (2) p?. 5
(i) Show that ML estimator is
consistent. 5
Or

(i) Write an explanatory note on the
method of minimum variance in the
theory of estimation. 5

(i) Explain the method of minimum
chi-square in the theory of
estimation. =

Describe some important characteristics
of method of moment. Find the
estimation of 6 in Poisson distribution
by the method of moment. 4+4=8

Or
Write short notes on the following : 4x2=8

(i) Method of least squares
(i) Cramer-Rao inequality

8. Distinguish between point estimation and
interval estimation. Find the 95% confidence
limit and confidence interval for population
mean W of normal distribution. 2+3=5
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9. (a) Obtain 100(l1-a) percent confidence
interval for the parameters p and o2 of

the normal distribution

: 2y _
f(x; 1, 0%) e

—co<l<eo; >0
—0< X < oo 8

Or

(b) Write an explanatory note on interval
estimation. A random sample of size 100
has mean 15 and the population
variance 25. Find the interval estimate of
population mean with confidence levels
of 95% and 99%. 4+4=8

ok K
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